
Automatic brain tumor grading from MRI data
using convolutional neural networks and quality
assessment

Sérgio Pereira1,2, Raphael Meier3, Victor Alves2, Mauricio Reyes4 and Carlos A. Silva1

1CMEMS-UMinho Research Unit, University of Minho, Portugal
2Centro Algoritmi, University of Minho, Portugal

3Support Center for Advanced Neuroimaging, Institute for Diagnostic and Interventional Neuroradiology, University Hospital Inselspital and University of Bern, Switzerland
4Institute for Surgical Technology and Biomechanics, University of Bern, Switzerland

E-mail: id5692@alunos.uminho.pt (S. Pereira), csilva@dei.uminho.pt (C. A. Silva)

September 16th, 2018 1

1st Workshop on Interpretability of Machine Intelligence in Medical Image Computing (iMIMIC)



Contents
• Introduction and Motivation.

• CNNs for glioma grading.

• Interpretability for prediction assessment.

• Results.

• Conclusion.

2



Introduction and Motivation
• Gliomas.

• Low grade gliomas (LGGs) vs. high grade gliomas
(HGGs).
• Possible different treatment strategies.

• Grading through biopsy and histological studies.

• Limited previous work on grading from imaging data.

• CNNs: automatic grading directly from MRI.
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• Interpretability: visual explanations to assess predictions.



CNNs for glioma grading
• Grading strategies.

• Based on the whole brain.
• Based on a tumor ROI.
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CNNs for glioma grading
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Interpretability for prediction assessment
• Interpretability through visual explanations.

• Assess the grade prediction.

• Diagnose processing issues and hint on improving strategies.

• Guided Backpropagation (GBP).

• Gradient-weighted Class Activation (GradCAM).
• Class discriminative.
• Low resolution explanation maps.
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Results
• BRATS 2017

• 210 HGGs.
• 75 LGGs.
• Structural MRI: T1, post-contrast T1, T2, FLAIR.

• Training --- 60%, Validation --- 20%, and Test --- 20%.

• Metrics
• Accuracy (acc).
• Recall.
• Precision.
• F1-score.
• Area under the receiver operating characteristic curve (ROC-AUC).
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Results
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Example of the effect of intensity standardization on the GBP maps. Warmer colors represent stronger responses. From left to right: T1c, T2, GBP map on 
image standardized over the whole image, and GBP map on image standardized in the brain region only.



Results
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Interpretability maps for grade predictions from a) whole brain, and b) tumor ROI. Warmer colors represent larger responses. In a) the arrows indicate the tumor lesions; on top is a 
correctly classified as HGG, while example in the bottom is a HGG misclassified as LGG. In b), the top example is a correctly classified HGG, while in the bottom a LGG is misclassified 

as HGG.



Conclusion
• Fast and non-invasive tumor grade anticipation.

• Possible from the whole brain and a tumor ROI.
• Although the latter achieves better results.

• Interpretability plays a role in two stages.
• Assessment of the prediction.
• During development.
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